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Motivation. Using Rademacher complexity and chaining, we can get rid of the log n factor from the uniform
convergence bounds. Using Rademacher complexity, we can bound the expected supremum of the underlying
empirical process and then use concentration inequalities (like McDiarmid’s) to get high probability bounds. First,
we define the uniform convergence complexity (one-sided) or expected maximum deviation (one-sided).

Definition 15.1 (Expected max deviation). Let G ⊆ RZ and P ∈ M1(Z). Then the expected maximum deviation
for class G with respect to P is defined as

εn(G, P ) = E[sup
g∈G

Pg − Png] .

Proposition 15.2. Let gn := arg ming∈G Png be the ERM map. Then

E[Pgn] ≤ inf
g∈G

Pg + εn(G, P ) .

Proof. We start by adding and subtracting Pngn to Pgn:

Pgn = Pngn + (P − Pn)gn

≤ Png∗ + (P − Pn)gn (g∗ = arg ming∈G Pg)

≤ Png∗ + sup
g∈G

(P − Pn)g .

Taking expectation on both sides gives us the result.

Now we are ready to define Rademacher complexity and relate it to εn(G, P ).

Definition 15.3 (At sample Rademacher complexity). Let z1:n ∈ Z be a fixed sequence of length n in Z and
σ ∼ Rad(n) be a vector of {±1} random signs. Then the Rademacher complexity for class G at z1:n is defined as

R(G, z1:n) = E[sup
g∈G

1
n

n∑
i=1

σig(zi)] .

For Z1:n ∼ P ⊗n, the Rademacher complexity for G w.r.t to P is defined as

Rn(G, P ) = ER(G, Z1:n) .

To relate εn(G, P ) with Rn(G, P ), we have the following nice theorem.

Theorem 15.4.
εn(G, P ) ≤ 2Rn(G, P ) .

Intuition for Rademacher complexity. Rademacher complexity measures the ability of G to fit to random
symmetric noise (Rademacher noise). If Rn(G, P ) is close to 0, the capacity of the class is bounded (G is less
expressive) and if Rn(G, P ) is close to 1 (if G = {−1, 1}) then the capacity of G is unbounded. Consider the
limiting case G = {g}. In that case, R(G, z1:n) = E[ 1

n

∑n
i=1 σig(zi)] = 0.
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