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(Part 1). Let G ⊆ {0, 1}Z be a VC class, that is, VC(G) = d. Then Sauer’s lemma gives us N∞(ε, G, n) ≤
O(d ln(n/d)). Using Haussler’s result, we can bound empirical metric entropy without ln(n) dependence but
ln(1/ε) dependence:

ln M(ε, G, L1(z1:n) ≤ 1 + ln(d + 1) + ln 2e

ε
.

We will see later how we can remove the ln n factor from uniform deviation bounds using generalized Haussler’s
result and a technique called chaining.

(Part 2). Recall that VC dimension was a combinatorial quantity, that is, it was defined for {0, 1}-valued function
classes. We next extend this notion to real-valued function classes.

Definition 14.1 (Subgraph function). Let G : Z → R. The subgraph function for g ∈ G is a map
(g) : Z × R → {0, 1} given by (z, t) 7→ I(t ≤ g(z)).

Definition 14.2 (VC-subgaph dimension). The VC-subgraph dimension (also called Pollard pseudo dimension) is
defined as VC(G) = VC((G).

Proposition 14.3. Let Z = Rd and w ∈ Rd. Let fw : Z → R given by z 7→ w⊤z and LINd =
{

fw : w ∈ Rd
}

.
Then VC(LINd) ≤ d + 1.

It is worthwhile to remember that VC-dimension is monotone for inclusion. That is if A ⊆ B, then
VC(A) ≤ VC(B).

Proposition 14.4. Let h : R → R be a monotone function. Then VC(h ◦ G) ≤ VC(G).

Theorem 14.5. Let G ⊆ [0, 1]Z and d = VC(G). Then

1. For 1 ≤ p < ∞

M(ε, G, Lp(µ)) ≤ M(ε, (G), Lp(µ ⊗ U [0, 1])

≤ 1 + ln(d + 1) + ln 2e

εp
.

2. For 0 ≤ ε < 1

ln N∞(ε, G, n) ≤ d ln max
(

2,
en(1 + ε)

ε

)
.

14.1 Packing and Covering for Bounded Function Classes

A function class that has a uniform deviation bound with d log c
ε for some c is sometimes called a parametric class

whereas classes with 1
ε rates are called non-parametric classes.
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