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Now we state the one-sided uniform deviation bounds (similar to additive and multiplicative Chernoff) with L1
uniform covering number:

Theorem 11.1. Let P ∈ M1(Z), G ⊆ [0, 1]Z , and δ ∈ (0, 1). Then

1. w.p. 1 − δ, ∀g ∈ G: Pg ≤ Png + infε>0

(
2ε + 3

√
ln(2N1(ε,G,n)+1)/δ

2n

)
.

2. ∀z ∈ (0, 1) w.p. 1 − δ, ∀g ∈ G: (1 − z2)Pg ≤ Png + infε>0
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Proof.

Lemma 11.2. ∀a ∈ Rn, σ ∼ Rad(n). Then w.p. 1 − δ

1
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⟨a, σ⟩ ≤
√
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For the second part of the theorem, z ∈ (0, 1) is a free parameter which can be chosen as an instance-dependent
parameter (e.g. true loss) in applications to get small loss bounds. It is of the order of 1/

√
n which gives a 1/

√
n

rate.

Remark 11.3. Lemma 11.2 holds for random functions in the cover. To make the bound hold for uniformly (for all
functions in the function class), we average it using σ’s. To get rid of the σ’s from the final result, we use ?? and ??.
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